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The Exercise

e Sub-field of vocabulary learning
o Important for high proficiency
in L2
o Often disregarded
e Languages
o L2: German
o L1: related to German, at
least sharing Latin character
set
o Instructions: English
e Application of NLP
e Use of corpora

Aim of the Exercise

¢ Raise awareness
o High number of Cognates
o Various levels of meaning
correspondence
¢ Do not focus on notorious false
friends

What are False Friends?

e Cognates with (important) differ-
ences in meaning
o Pairs of words in two lan-
guages
o Look or sound alike
o Caveat: term “cognate” is
only used etymologically in
linguistics
e Misleading and causing errors

English German
gift Gift (poison)
brave brav (honest)
prospect Prospekt (brochure)
sensible sensibel (sensitive)

Table 1: Some false friends

Task Description

Step 1 - Identification of
Cognates

e Authentic texts
o 197 book excerpts down-
loaded from a review website
o Length restrictions
e Workload reduced by restriction to
relevant part-of-speech (POS)
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Blue words: available for selection

Pink words: selected

Right side: learner’s annotation of English
word associations

Step 2 - Classification

e Three classes of meaning corre-
spondence
o Similar meaning
o Different meaning
o Partly different meaning

Exercise - Konqueror
g

Navigation Classification

Introduction Word DKsS D P Class Description

" %5 [s DK Don't know
DSS(}HD"OH mun(mum) Bl

fast (fast) ®|® @ S Same meaning
1. Text her (her) Ol E o D Different meaning
2. Classification (e gy @ @Q P Partly different meaning
@) @] © [(s] .
— Guideline
DO
wi|'e| O e} + decide for one word to compare with
OEaC
o@E o
Treppe (trip) QaEIo
What Next? == =
oben (oven) O\ kel O
Notes Haus (house) @®|o|®|®

O \ehicl O

arten
2u (z00) @le[c]e
< previo el

Navigation Results

Intreduction don't . different partly different
same meaning A .

know meaning meaning

+ kam (came) + nun (nun)

1. Text + sprang (sprang)

2. Classification + hastete (hasten)

Descri

f:
hy
& Frann + Haus (house)
+ Kindergarten « Tages (tags)
Exercise (kindergarten) d
a
1. Text & Troy
2
3.

Ui Words you wart to remermber:

Notes

Open a result page in another window for printing: El
oY :

Introduction Page

o Each step explained

o Summary

o Detailed breakdown
e Screenshots

Technology

POS Tagger (IMS, Schmid 1994)

e String similarity measure
(McEnery and Oakes 1996)

e CSS, JavaScript & dynamic HTML
(Client GUI)

e CGl for substitution of texts and
evaluation

e Static web-server / CD-ROM suffici-
ent for exercise

Preliminary Evaluation

e Six subjects
e 20-minute aural introduction
o Exercise + questionnaire

Results

o Classification task is difficult

e Subjects remember either nothing
or everything of the content of the
text (depending on the time spent)

e Browser problems

e Subjects missed feedback

Future Work

Ranking of texts for (semi-)auto-
matic selection of suitable texts

e Density of cognates
e Lexical difficulty level
(Wible et al. 2002)

e Stylistic features

Adaptation to other Languages

e |SO Latin 1 character set
e L1:word list
e L2: corpus and POS tagger

Integration of an Artificial
Co-Learner

e Exploit inherent limitations of NLP
to our advantage

e The learner “teaches” the artificial
co-learner when it makes errors

e Improve both human’s and comput-
er's L2 knowledge
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Improve Evaluation Methodology

e Assess increase of awareness
e What kind of feedback is expected?
e Impact of the text being used
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